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Abstract Weather radar is a system that utilizes advanced 

radio wave engineering to detect precipitation in the atmosphere. 

One of the wave generation technique used in weather radar is 

frequency-modulated continuous wave (FMCW), with dual 

polarization for differentiating detected precipitation types by its 

shape and size. Weather radar signal processing is usually 

performed using digital signal processing and field-

programmable gate array (FPGA), that performs well but with 

difficulty in system development and deployment. Software 

implementation of weather radar signal processing enables easier 

and faster development and deployment with the cost of 

performance when done serially. Parallel implementation using 

general purpose graphics processing units (GP-GPU) may 

provide best of both worlds with easier development and 

deployment compared to hardware-based solutions but with 

better performance than serial CPU implementations. In this 

paper, implementation of various optimization strategies weather 

signal radar processing in GP-GPU environment on the Nvidia 

CUDA platform is shown. Performance measurements show that 

among optimization strategies implemented, only the utilization 

of multiple CUDA streams give significant performance gain. 

This paper contributes in attempts to build full weather radar 

signal processing stack on GPU. 
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II. WEATHER RADAR SIGNAL PROCESSING 
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Fig. 1. Sectors and range bins. 
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Stage Processes 

I Hamming window calculation 

 FFT on range profile 

 Clutter suppression 

 FFT on Doppler profile 

 Further clutter suppression 

II Power calculation on Doppler profile 

 Doppler cell filtering 

 Range bin filtering 

III Reflectivity calculation 

 Differential reflectivity calculation 

 

III. PARALLEL COMPUTATION WITH GPU 
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IV. RELATED WORKS 
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V. PERFORMANCE CONSIDERATIONS IN THE GPU 

 

A. Warp partitioning 
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B. Memory coalescing 

 

C. Dynamic partitioning of shared memory resource 

 

D. Data prefetching 

 

E. Instruction mix 

 

F. Thread granularity 

 

G. Instruction-level parallelism 

-

 

VI. IMPLEMENTATION OF OPTIMIZATION STRATEGIES 
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A. Block size adjustments 

 

B. Instruction-level parallelism 
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C. Shared memory usage 
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D. Constant memory usage 

 

 

 

E. Data prefetching with CUDA streams 
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VII. UNUSED OPTIMIZATION STRATEGIES 
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VIII. RESULTS 

A. Correctness 
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B. Performance analysis 

 

Fig. 2. Execution time of various implementation versions, in miliseconds. 
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IX. CONCLUSIONS 

 

 

 

 

Fig. 3. Execution time breakdown of G6 and G7 with three CUDA streams,  
in miliseconds. 
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